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Abstract –A text to speech system (TTS) converts normal 
language text into speech. An intelligible system allows people 
with visual impairments or reading disabilities to listen to 
written works. The proposed system has been the hardware 
solution for synthesizing speech thus enabling access to digital 
content in voice mode. Our project has been categorized into 
two, image processing and speech processing. The main 
objective is to provide operands recognised as alphabets and 
numbers using a camera, followed by segmentation and feature 
extraction in Matlab. The text is sent to the DSP processor 
TMS320C6713 which synthesizes the data, disintegrates into 
allophones and provides a voice output of the input text after 
image processing. 
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I.        INTRODUCTION 

Text to speech is a process through which text is rendered as 
digital audio and then spoken. A text to speech synthesizer is 
a computer based system that can read text aloud 
automatically, regardless of whether the text is introduced by 
a computer input stream or a scanned input submitted. A 
speech synthesizer can be implemented by both hardware and 
software. A rapid improvement has been made in this field 
over the couple of decades and lot of high quality TTS 
systems are available for commercial use. [14] 

As there are number of research prototypes of TTS [5] 
systems developed and none was compared with the 
commercial grade TTS systems for quality. The main reason 
is that it needs improvisation in collaboration between 
linguistics and technologists. Text to speech should be 
efficient to communicate information to the user, when 
digital audio recordings are inadequate, for developing a user 
friendly speech synthesizer. In this way the system widely 
helps in developing a Computer-Human interaction like- 
voice annotations to files, Speech enabled applications, 
talking computer systems (GPS, Phone-based) etc. [16] 
Our Text to Speech converter accepts a string of 36 
characters of text (alphabets and/or numbers) as input. In this 
we have taken the images of printed content of text and 
performed various steps of image processing. The objective is 
to recognize the text and graphics contents in the images and 
extract the intended information as human would. Character 
extraction is the extraction of characters from document 
images and analysis of the same. It is one of the key tasks of 
document image analysis involving denoising, segmentation, 
feature extraction and template matching. [15] 

Rest of the paper is organised as follows: section II deals with 
the architecture of the TTS system, section III deals with the 
principle of the steps in the TTS system, section IV describes 
the methodology followed by algorithm in section V, future 
prospects are discussed in section VI and finally conclusion 
of the paper is presented in section VII. 
 

II.    ARCHITECTURE OF TTS  

The TTS system consists of 5 fundamental components [13] 
A. Text Analysis and Extraction 
B. Text Detection 
C. Phonetic Analysis 
D. Prosodic Modelling and Intonation 
E. Acoustic Processing 
 

 
 

Fig.1 System overview of TTS 
 

Thus in this way the input text is passed through these phases 
to obtain the speech as an output. 
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DSP TMS320C6713DSK [10] is used for the speech [8] 
processing part. Phoneme database is created by recording of 
every alphabets and numerals called phones and converting it 
into a wave file [9]. The speech waveform is converted to a 
type of parametric representation for further analysis and 
processing. This is referred to as the signal-processing front 
end ** followed by the matching of the template. The 
matched waveform is identified and the particular file is read 
aloud through the DSP. Sound drivers are also used to 
amplify the sound and the audio is obtained as output. 

V.                               ALGORITHM 

A. Image Processing 

In this paper, the captured image is filtered initially before 
processing the image to remove the noise present in the 
image. 3*3 Gaussian filter is used for this purpose. 
Gaussian will have function as follows: 

H (m, n) = ݁
ି൜

ሺశሻమ

మమ ൠ
 

3*3 mask is given by:       ܪሺ݉, ݊ሻ ൌ ଵ

ଵ

1 2 1
2 4 2
1 2 1

൩ 

The filtered image is dilated and eroded for further 
enhancement. Dilation [3] is a process in which the binary 
image is expanded from its original shape using a structuring 
element. The dilation operation is defined by  
 
                                X ۩A = {z| [(Â)zת X]ك ܺሽ 
           
Where (Â)z = the image A rotated about origin. 
 

 
 
Erosion [3] is a counter process of dilation. If dilation 
enlarges image then erosion shrinks the image. The way 
image is shrunk is determined by the structuring element. The 
erosion operation is defined by                 
                            X � A = {z| (A)zك  X} 

 Where (A)z = the image A rotated about origin 

 

 
 
Representation techniques are used for the templates so that 
matching can be made more reliable. The representation 
technique used in this paper is Polygon Approximation. 

Polygons for various characters are set and then compared 
with the extracted character. Maximum matched character is 
finally identified. 

B. Speech Processing 

In this paper the processed image is matched with the 
phoneme database. Phoneme database is created by recording 
each of the characters and then converting it to wave file. The 
MFCCs [18] are calculated from the waveforms which are 
used for matching. Matching is done by finding out the 
Euclidean distance between the input signals and the voice 
signals in the database. Finally, audio output is obtained. 
 

 
 
Linear Prediction Coding (LPC) methods are used in speech 
coding, speech synthesis, speech recognition, speaker 
recognition and verification and for speech storage. They 
provide extremely accurate estimates of speech parameters. 
 

 
 

VI.                    FUTURE WORK 

Direct reading of text from binary image or colour image is a 
challenging task [7] because of the complex background or 
degradations introduced during the scanning of a paper 
document. In this paper a simple solution is presented based 
on dilation and erosion. In the future, the proposed work can 
be enhanced by increasing the database to contain alphabets, 
numbers of any font style, font size and making friendlier by 
including different handwritten styles. However the one 
disadvantage of having both numbers and alphabets in the 
database is the possibility of misinterpretation of digits 
having similar features. This can be overcome by improving 
the morphological techniques used. 
Even more variation under the part of prosodic modelling and 
intonation can be done in the TTS system. Prosody is the 
combination of stress pattern, rhythm and intonation in a 
speech. Thus by introducing prosodic modelling speaker’s 
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emotions can also be given equal priority and in turn use of 
TTS systems will increase drastically. 

Finally, the system can be enhanced to be able to read a book 
as efficiently as it is doing with few alphabets and numerals. 
For reading a book, equipment must be made in such a way 
that it is able to turn the page and go to the next page and 
start reading the text.  

 

VII.                             CONCLUSION 

In this paper, a simpler and easy to implement technique is 
used to extract and localize the captured image through 
MATLAB. The method adopted can read the characters from 
camera captured efficiently with good accuracy. The TTS [5] 
system prepared also serves to be portable and handy for 
many. This system also proves to be cost-effective. Finally, 
all related methods given in references are analysed and the 
drawbacks are reduced [3] and thereby getting an improved 
version of the previous works. 
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